ABSTRACT

Many modern mobile and desktop applications involve real-time interactions with users. For these interactive applications, tasks must complete in a reasonable amount of time in order to provide a responsive user experience. Conversely, completing a task faster than the limits of human perception does not improve the user experience. Thus, for energy efficiency, tasks should be run just fast enough to meet the response-time requirement instead of wasting energy by running faster. In this paper, we present a predictive DVFS controller that predicts the execution time of a job before it executes in order to appropriately set the DVFS level to just meet user response-time deadlines. Our results show 56% energy savings compared to running tasks at the maximum frequency with almost no deadline misses. This is 27% more energy savings than the default Linux interactive power governor, which also shows 2% deadline misses on average.
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1. INTRODUCTION

Many modern applications on mobile and desktop systems are highly interactive. That is, users will provide inputs and expect a response in a timely manner. For example, games must read in user input, update game state, and display the result within a small time window in order for the game to feel responsive. Previous studies on human-computer interaction have shown that latencies of 100 milliseconds are required in order to maintain a good experience [1, 2, 3] while variations in response time faster than 50 milliseconds are imperceptible [4, 5]. These tasks are effectively soft real-time tasks which have a user response-time deadline. The task must finish by the deadline for good user experience, but finishing faster does not necessarily improve the user experience due to the limits of human perception.

As finishing these tasks faster is not beneficial, we can use power-performance trade-off techniques, such as dynamic voltage and frequency scaling (DVFS), in order to reduce energy usage while maintaining the same utility to the user. By reducing the voltage and frequency, we can run the task slower and with less energy usage. As long as the task still completes by the deadline, then the experience for the user remains the same.

Existing Linux power governors [6] do not take into account these response-time requirements when adjusting DVFS levels. More recent work has looked at using DVFS to minimize energy in the presence of deadlines. However, these approaches are typically reactive, using past histories of task execution time as an estimate of future execution times [7, 8, 9, 10]. However, the execution time of a task can vary greatly depending on its input. Reactive controllers cannot respond fast enough to input-dependent execution time variations. Instead, proactive or predictive control is needed in order to adjust the operating point of a task before it runs, depending on the task inputs. This has been explored for specific applications [11, 12, 5, 13], but these approaches were developed using detailed analysis of the applications of interest. As a result, they are not easily generalizable to other domains.

In this paper, we present an automated and general framework for creating prediction-based DVFS controllers. Given an application, we show how to create a controller to predict the appropriate DVFS level for each task execution, depending on its input and program state values, in order to satisfy response-time requirements. Our approach is based on recognizing that the majority of execution time variation can be explained by differences in control flow. Given a task, we use program slicing to create a minimal code fragment that will calculate control-flow features based on input values and current program state. We train a
model to predict the execution time for a task given these features. At run-time, we are able to quickly run this code fragment and predict the execution time of a task. With this information, we can appropriately select a DVFS level in order to minimize energy while satisfying response-time requirements. Our main contributions include:

1. An automated approach for generating control flow features.
2. A method for training a model to map features to execution times in such a way as to be conservative and avoid deadline misses.
3. Application of these predictions to DVFS control in order to minimize energy in the presence of deadlines.

We implemented a prototype of this method on an ODROID-XU3 development board. We tested eight different applications, including games, speech recognition, video decoding, and a web browser. Our results show energy savings of 56% over running at maximum frequency with almost no deadline misses. This is 27% energy savings compared to the default Linux interactive governor which shows 2% deadline misses. Compared to a PID-based governor, our approach sees only a 1% improvement in energy savings but the PID-based controller shows 13% deadline misses on average.

The rest of the paper is organized as follows. Section 2 discusses general characteristics of interactive applications and the challenges of designing a DVFS controller to take advantage of execution time variation. Section 3 discusses our method of predicting execution time and using this to inform DVFS control. Section 4 discusses the overall framework and system-level issues. Section 5 shows our evaluation results. Finally, Section 6 discusses related work and Section 7 concludes the paper.

2. EXECUTION TIME VARIATION IN INTERACTIVE APPLICATIONS

2.1 Tasks and Jobs

We define a task as a portion of an application that has an associated response-time requirement. We refer to the time period in which it must complete as its time budget. For example, games are typically written with a main task that handles reading user input, updating game state, and displaying the output. In order to maintain a certain frame rate (e.g., 30 frames per second), this task must finish within the frame period budget (e.g., 33 milliseconds for 30 frames per second operation).

We define a job as a dynamic instance of a task. Figure 1 shows how a task maps to multiple jobs. Each job has a deadline which is the time by which it must finish execution. For example, for a game running at 30 frames-per-second, 30 jobs for the game loop task are run each second. Each of these jobs has a deadline which is 33 milliseconds after the job’s start time. These jobs all correspond to the same set of static task code, but their dynamic behavior differs due to different inputs and program state. For example, one job may see that the user has pressed a button and thus execute code to process this button press. Other jobs may see no new user input and skip the need to process user input. As a result, job execution times can vary depending on input and program state.

2.2 Variations in Execution Time

These variations in execution times between jobs can be significant. Figure 2 shows the execution time per job (frame) for a video decoder application (ldecode) running on an ODROID-XU3 development board (see Section 5 for full experimental setup). We can see that there are large variations in execution time from job to job due to differences in input and program state when each job executes. Because of this large variation, setting the appropriate DVFS level is a difficult problem.

Using a single DVFS level based on the average execution time (28.6 milliseconds) will lead to a number of jobs missing their deadline. On the other hand, looking at the worst-case execution time (32.3 milliseconds) implies that the application must be run at its maximum frequency, which means that minimal energy saving from DVFS is possible. The large variations from job to job imply that we need a fine-grained, per-job decision of the DVFS level to use in order to minimize energy usage while avoiding deadline misses.

2.3 Existing DVFS Controllers

There are a large number of existing and proposed
DVFS controllers. Most controllers, such as the built-in Linux governors [6], adjust DVFS based on CPU utilization. When utilization is high, voltage and frequency are increased, while when utilization is low, voltage and frequency are decreased. This does not explicitly take into account deadlines and can result in high energy usage or deadline misses. For example, high CPU utilization can cause a high voltage and frequency level to be used. However, the time budget for the task may actually be very long and a lower voltage and frequency would be sufficient, resulting in lower energy usage. Similarly, CPU utilization for a job could be low due to memory stalls, causing the controller to lower voltage and frequency levels. However, if the task has a tight time budget, then this can result in a deadline miss, whereas running at higher frequencies may have been able to meet the deadline.

DVFS has been explored in hard real-time systems in order to save energy while guaranteeing that deadlines are met [14, 15, 16, 17]. In order to ensure that deadlines are never missed, the analysis must be strictly conservative which limits the amount of energy that can be saved. That is, a task will always be run at a frequency such that even the slowest jobs will meet the deadline. However, for most applications, there is no need to be this conservative and increased energy savings can be achieved by relaxing these constraints.

Other work has explored using run-time information to inform DVFS control in the presence of deadlines. These approaches are largely reactive and use information about past job execution times to predict future job times [7, 8, 9, 10]. This can capture coarse-grained phase changes in execution time, but cannot capture the fine-grained job-to-job variations in execution times as the adjustment in DVFS level happens too late. For example, Figure 3 shows the expected execution times that a PID-based controller uses for setting the DVFS level and the real execution times of the jobs. As we can see, the PID controller’s decision lags the actual execution times of the jobs.

More recently, people have investigated predicting job execution time and setting DVFS in order to meet deadlines for specific applications (e.g., game rendering [11], web browsing [12, 5], web server/Memcached [13]). These approaches involved careful analysis of the application of interest, requiring extensive programmer effort, in order to design the controller. As a result, the resulting controllers cannot be applied to other applications.

2.4 Prediction-Based Control

Our goal in this work is to develop a general and automated framework that will, given a task and its time budget requirement, create a prediction-based DVFS controller that can minimize energy usage without missing deadlines. Figure 4 shows an overview of the operation of our proposed prediction-based controller. The basic idea is to pre-pend tasks with a small segment of code. This segment of code will predict the appropriate DVFS level to use for each of the task’s jobs depending on the job’s input and current program state.

The main source of execution time variation between jobs is due to different inputs and program state. Thus, the main challenge in creating a prediction-based DVFS controller is determining how to map job input and program state values to the appropriate DVFS frequency level. In general, finding a direct mapping from input values to frequency levels is challenging because the mapping can be irregular and complicated. In addition, this mapping varies from application to application. For example, for one application, pressing the “down” key may correspond to a large increase in execution time while for other applications it may have no effect on execution time. Our solution is to take advantage of the program source to give us hints about how input values and program state will affect execution time. We use the program source to automatically generate a prediction-based DVFS controller.

3. EXECUTION TIME PREDICTION FOR ENERGY-EFFICIENCY

3.1 Overview

The basic intuition behind our prediction methodology is that, to first-order, execution time correlates with the number of instructions run. Variations in the number of instructions run are described by the control flow taken by a specific job. For example, consider the control flow graph for a task shown in Figure 5. Each node is marked with its number of instructions. Taking the left branch instead of the right branch corresponds to nine more instructions being executed. Similarly, each additional loop iteration of the last basic block adds five
instructions to the number of instructions executed. By knowing which branch is taken and the number of loop iterations, we can know the number of instructions executed and estimate the execution time. With an estimate of the execution time, we can then estimate the performance impact of DVFS and choose an appropriate frequency and voltage level to run at in order to just meet the deadline.

Figure 7 shows the main steps in our method. We first instrument the task source code and use program slicing to create a code fragment that will calculate control flow features for a job. The code fragment is run before a job executes in order to generate the control flow features (Section 3.2). Next, we use a linear model, which we train off-line, to map control flow features to an execution time estimate for the job (Section 3.3). Finally, we use classical linear models that describe the frequency-performance trade-off of DVFS to select an appropriate frequency (Section 3.4).

3.2 Program Features

The first step needed for our prediction is to generate control flow features. That is, we want to know the control flow of a task when executing with a specific input and program state. For this purpose, we instrument the task source to count these control flow features. We instrument the task to count the following features:

- Number of iterations for each loop
- Number of times each conditional branch is taken
- Address of each function pointer call

Figure 7 shows examples of how these features are instrumented. We focus on control flow features because these explain most of the execution time variation. However, other features, such as variable values or memory accesses, could be included to improve the prediction accuracy.

Generating these features using an instrumented version of the task code is not suitable for prediction because the instrumented task will take at least as long as the original task to run. Instead, we need to quickly generate these features before the task execution. In order to minimize the prediction execution time, we use program slicing to produce the minimal code needed to calculate these features. Figure 8 shows a simple example of this flow. By removing the actual computation and only running through the control flow, the execution time can be greatly reduced. Since the information from this slice will ultimately be used to make a heuristic decision on DVFS control, the slice does not need to perfectly calculate the features. Instead, using an approximate slice can reduce the slice’s size and execution time. For example, our tool tracks dependences based only on variable names and ignores possible pointer aliasing. As long as inaccuracies in the generated features are low, an approximate slice is adequate for our prediction needs. We refer to the resulting program slice that computes the control flow features as the prediction slice or simply as the slice.

One problem that arises with running this prediction slice before a task is the issue of side-effects. That is, the slice could write to global variables and break the correctness of the program. In order to prevent this, the slice creates local copies of any global variables that are used. Values for these local copies are updated at the start of the slice and writes are only applied to the local copy. A similar process is applied to any arguments that are passed by reference.

3.3 Execution Time Prediction Model

Next, we need to predict the execution time from the control flow features. This section describes our model that maps features to execution time. Table 1 summarizes the variables and notation that are used in this section. We use a linear model to map features to execution time as this captures the basic correlation. Higher-order or non-polynomial models may provide better ac-
accuracy. However, a linear model has the advantage of being both simple to train and fast to evaluate at runtime. In addition, it is always convex which allows us to use convex optimization-based methods to fit the model. Our linear model can be expressed as

\[
\hat{y} = x\beta
\]

where \(\hat{y}\) is the predicted execution time, \(x\) is a vector of feature values, and \(\beta\) are the coefficients that map feature values to execution time. These \(\beta\) coefficients are fit using profiling data. We profile the program to produce a set of training data consisting of execution times \(y\) and feature vectors \(X\) (i.e., each row of \(X\) is a vector of features, \(x_i\), for one job). Note that for addresses recorded for function calls, each unique address represents a different control flow which can correlate to a different effect on execution time. In order to properly represent each address as a feature, addresses recorded for function calls are converted to a one-hot encoding indicating whether particular function addresses were called or not.

The most common way to fit a linear model is to use least squares regression. Least squares regression finds the coefficients \(\beta\) that minimize the mean square error:

\[
\min_{\beta} \|X\beta - y\|^2
\]

Essentially, this aims to minimize the sum of the absolute errors in the prediction. That is, it weighs negative and positive errors equally. However, these two errors lead to different behaviors on our system. Negative errors (under-prediction) lead to deadline misses since we predict the job to run faster than its actual execution time. On the other hand, positive errors (over-prediction) result in an overly conservative frequency setting which does not save as much energy as possible. In order to maintain a good user experience, we would prefer to avoid deadline misses, possibly at the cost of energy usage. In other words, we should place greater weight on avoiding under-prediction as opposed to over-prediction.

We can place greater weight on under-prediction by modifying our optimization objective:

\[
\min_{\beta} \|pos(X\beta - y)\|^2 + \alpha \|neg(X\beta - y)\|^2
\]

where \(pos(x) = \max\{x, 0\}\) and \(neg(x) = \max\{-x, 0\}\) and these functions are applied element-wise to vectors. Thus, \(\|pos(X\beta - y)\|^2\) represents the over-prediction error and \(\|neg(X\beta - y)\|^2\) represents the under-prediction error. \(\alpha\) is a weighting factor that allows us to place a greater penalty on under-predictions by setting \(\alpha > 1\). Since this objective is convex, we can use existing convex optimization solvers to solve for \(\beta\).

Coefficients which are zero imply that the corresponding control flow features do not need to be calculated by the prediction slice. We can use this information to further reduce the size and execution time of the prediction slice. We extend our optimization objective to favor using less features by using the Lasso method:

\[
\min_{\beta} \|pos(X\beta - y)\|^2 + \alpha \|neg(X\beta - y)\|^2 + \gamma \|\beta\|_1
\]

where \(\|\cdot\|_1\) is the L1-norm and \(\gamma\) is a weighting factor that allows us to trade-off prediction accuracy with the number of features needed.

### 3.4 DVFS Model

Given a predicted execution time, we need to estimate how the execution time will change with varying frequency. For this, we use the classical linear model
Figure 10: The effective budget decreases due to slice and DVFS execution time.

found in literature [18, 19]:

\[ t = T_{\text{mem}} + N_{\text{dependent}}/f \]

where \( t \) is the execution time, \( T_{\text{mem}} \) is the memory-dependent execution time that does not scale with frequency, \( N_{\text{dependent}} \) is the number of CPU cycles that do not overlap with memory and scale with frequency, and \( f \) is the frequency. In order to verify this linearity assumption, we measured average job execution times as frequency was varied. Figure [9] shows the average job execution time versus \( 1/f \) for a decode (video decoder application). We can see that \( t \) and \( 1/f \) do show a linear relationship. We saw similar results for the other applications we tested.

By predicting the execution time at two points, we can determine \( T_{\text{mem}} \) and \( N_{\text{dependent}} \) for a job and calculate the minimum frequency \( f \) to satisfy a given time budget \( t_{\text{budget}} \). More specifically, we predict the execution time \( t_{\text{min}} \) at minimum frequency \( f_{\text{min}} \) and the execution time \( t_{\text{max}} \) at maximum frequency \( f_{\text{max}} \). Using these two points, we can calculate \( T_{\text{mem}} \) and \( N_{\text{dependent}} \) as

\[
N_{\text{dependent}} = \frac{f_{\text{min}} f_{\text{max}} (t_{\text{max}} - t_{\text{min}})}{f_{\text{min}} f_{\text{max}} - f_{\text{min}} f_{\text{max}}}
\]

\[
T_{\text{mem}} = \frac{f_{\text{max}} f_{\text{min}} (t_{\text{max}} - t_{\text{min}})}{f_{\text{max}} f_{\text{min}} - f_{\text{min}} f_{\text{max}}}
\]

For a given budget \( t_{\text{budget}} \), we want the minimum frequency \( f_{\text{budget}} \) that will meet this time. This can be calculated as

\[
f_{\text{budget}} = \frac{N_{\text{dependent}}}{t_{\text{budget}} - T_{\text{mem}}}
\]

Since execution time can vary even with the same job inputs and program state, we add a margin to the predicted execution times used (\( t_{\text{min}} \) and \( t_{\text{max}} \)). In our experiments we used a margin of 10%. A higher margin can decrease deadline misses while a lower margin can improve the energy savings. The resulting predicted frequency is the exact frequency that we expect will just satisfy the time budget. However, DVFS is only supported for a set of discrete frequency levels. Thus, the actual frequency we select is the smallest frequency allowed that is greater than \( f_{\text{budget}} \).

The execution of the prediction slice and DVFS switch reduces the amount of time available for a job to execute and still satisfy its budget. Thus, the effective budget when choosing a frequency to run at needs to consider these overheads (see Figure 10). Although the execution time of the prediction slice can be measured, the DVFS switching time must be estimated, as the switch has not been performed yet. This is done by microbenchmarking the DVFS switching time. Figure 11 shows the 95th-percentile DVFS switching times for our test platform for each possible start and ending frequency. We use the 95th-percentile switching times in order to be conservative in our estimate of DVFS switching time while omitting rare outliers.

3.5 Extensions for Prediction Models

In this section, we have described our specific prediction strategy for each step in our overall prediction flow shown in Figure 6. However, we note that each step in this prediction flow can be substituted with alternate models as long as it produces the needed prediction for the next step. The most obvious change would be to use more complex prediction models for each step (e.g., more features generated and higher-order, non-linear models). For the benchmarks we evaluated, we saw relatively little gain to be had from improved prediction (see Section 5.3) and thus the increased overheads of more complex models were not justified. Instead, we discuss here some potential extensions.

For feature generation, we have focused on automated generation in order for the approach to be general and limit the need for domain-specific expertise. However, this does not preclude the programmer from manually adding “hints” that they expect would correlate well with a job’s execution time. For example, the programmer may be able to extract meta-data from input files and manually provide these as features.

One interesting extension to execution time prediction involves modifying the prediction in order to influence which features need to be generated. Additional constraints could be added to the execution time prediction in order to limit the use of features which require high overhead to generate. Features over some overhead threshold could be explicitly disallowed or the overhead for each feature could be introduced as penalties in the optimization objective.

The last step in our flow focuses on selecting an appropriate frequency level for DVFS control. However, this last step could be substituted to support other performance-energy trade-off mechanisms, such as heterogeneous cores. By using alternate models for how the execution time scales with the performance-energy trade-off mechanism, an appropriate operating point
can be selected for the mechanism of interest.

4. SYSTEM-LEVEL FRAMEWORK

This section describes the overall framework and operation of our prediction-based controller.

4.1 Programmer Annotation

In order to apply our framework to an application, we require the individual tasks and their time budgets to be identified. These are identified by programmer annotations. The programmer must annotate the start and the end of a task and the desired response-time requirement. Figure 12 shows an example of this annotation. For ease of analysis and to ensure that tasks that start always end, we require the start and end of a task to be within one function. Arbitrary code paths can be modified to fit this model by using a wrapper function or re-writing the code. Multiple non-overlapping tasks can be supported, though we only considered one task in the applications we tested.

4.2 Off-line Analysis

Figure 13 shows the overall flow of our framework for creating prediction-based DVFS controllers. Given programmer annotation to identify tasks, we can automatically instrument these tasks to record control flow features. Off-line, we profile these tasks in order to collect traces of feature values and job execution times. This is used to train our execution time prediction model, as described in Section 3.3. Since execution time depends on the specific hardware and platform that an application is run on, profiling and model training needs to be done for the platform that the application will be run on. For common platforms, the program developer can perform this profiling and distribute the trained model coefficients with the program. Alternatively, profiling can be done by the user during application installation.

The trained execution time model only requires a subset of all the features to perform prediction. Specifically, features whose model coefficients are zero can be excluded from the prediction slice. Program slicing is used to create a minimal code fragment to calculate only the needed control flow features. Note that since the features needed depends on the training of the execution time prediction model, which is platform-dependent, the features needed could vary across platforms. However, we expect the features that are needed are primarily a function of the task semantics (i.e., execution time variations across control paths) rather than the platform it is run on. In fact, we compared the predictions made for an x86-based (Intel Core i7) platform when using the features selected for an ARM-based ODROID-XU3 platform and for the features selected for the x86 platform itself. For all but three of the benchmarks we tested, the features selected were exactly the same. For one of these three benchmarks, the features selected by the ARM platform were a subset of those selected by the ARM platform and so the predicted times were exactly the same. For the remaining two benchmarks, the predicted times differed by less than 3%. Although we had to re-train the execution time model coefficients, the same prediction slice was applicable across both platforms.

4.3 Run-time Prediction

The prediction slice, execution time predictor, and frequency predictor are combined to form the DVFS predictor or simply predictor. There are several options for how to run the predictor in relation to jobs. Figure 14 shows some of these options. The simplest approach is to run the slice just before the execution of a job. This uses up part of the time budget to perform slicing, as mentioned in Section 3.4. However, if this time is low, then the impact is minimal.

An alternative option would be to run the predictors and jobs in a parallel, pipelined manner such that during job $i$, the predictor for job $i+1$ is run. This ensures that the DVFS decision is ready at the start of a job with no impact on time budget from the predictor. However, this assumes that information needed by the prediction slice, specifically the job inputs and program state, is ready one job in advance. This is not possible for interactive tasks which depend on real-time user inputs or tasks which are not periodic.

The predictor could also be run in parallel with the task. This avoids the issue of needing input values early. In terms of time budget, this mode of operation still reduces the effective budget by the predictor execution time because an appropriate frequency cannot be selected until after the predictor is run. However, part of the task also executes during the prediction time. By accounting for this, the energy savings may be higher than running in a sequential manner. Running in parallel also avoids the issue of side-effects caused by the prediction slice that was discussed in Section 3.2. However, running in parallel either requires forking off the predictor for each job or sharing data with a dedicated
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5. EVALUATION

5.1 Experimental Setup

We applied our framework for prediction-based DVFS control to a set of eight benchmark applications including three games, a web browser, speech recognition, a video decoder and two applications from the MiBench suite [27]. Table 2 lists and describes these benchmarks. It also shows the minimum, average, and maximum job execution times for these benchmarks when run at maximum frequency. User inputs for the games and the web browser were scripted to ensure consistency across runs.

We ran our experiments on an ODROID-XU3 [30] development board running Ubuntu 14.04. The ODROID-XU3 includes a Samsung Exynos5422 SoC with ARM Cortex-A15 and Cortex-A7 cores. We show results here for running on the more power-efficient A7 core but we saw similar trends when running on the A15 core. In order to isolate measurements for the application of interest, we pinned the benchmark to run on the A7 core while using the A15 to run OS and background jobs. We measured power using the on-board power sensors with a sampling rate of 213 samples per second and integrated over time to calculate energy usage.

We compare our proposed prediction-based DVFS controller with existing controllers and previously proposed control schemes. Specifically, we measure results for the following DVFS schemes:

1. **performance**: The Linux performance governor [6] always runs at the maximum frequency. We normalize our energy results to this case.

2. **interactive**: The Linux interactive governor [6] was designed for interactive mobile applications. It samples CPU utilization every 80 milliseconds and changes to maximum frequency if CPU utilization is above 85%.

3. **pid**: The PID-based controller uses previous prediction errors with a PID control algorithm in order to predict the execution time of the next job [7]. The PID parameters are trained offline and are optimized to reduce deadline misses.

4. **prediction**: This is our prediction-based controller as described in this paper.

5.2 Energy Savings and Deadline Misses

Figure 15 compares energy consumption and deadline misses for the different DVFS controllers across our benchmark set. These experiments are run with a time budget of 50 ms per job as running faster than this is not noticeable to a user [4, 5]. Pocketsphinx takes at least 100s of milliseconds to run (see Table 2) so we use a 4-second deadline. This corresponds to the time limit that a user is willing to wait for a response [6]. Energy numbers are normalized to the energy usage of the performance governor. Deadline misses are reported as the percentage of jobs that miss their deadline.

We see that, on average, our prediction-based controller saves 56% energy compared to running at maximum frequency. This is 27% more savings than the interactive governor and 1% more savings than the PID-based controller. For decode, pocketsphinx, and rjaendael, prediction-based control shows higher energy consumption than PID-based control. However, if we look at deadline misses, we see that PID-based control shows a large number of misses for these benchmarks. On average, the interactive governor shows 2% deadline misses and the PID-based controller shows 13% misses. In contrast, our prediction-based controller shows 0.1% deadline misses for curseofwar and no deadline misses for the other benchmarks tested. Overall, we see that the interactive governor has a low number of deadline misses, but achieves this with high energy consumption. On the other hand, PID-based control shows lower energy usage than the prediction-based controller in some cases, but this comes at the cost of a large number of
Figure 15: Normalized energy usage and deadline misses.

Figure 16: Normalized energy usage and deadline misses as time budget is varied.
deadline misses. Instead, on average, our prediction-based control is able to achieve both better energy consumption and less deadline misses than the interactive governor and PID-based control.

Since our prediction-based controller takes the time budget into account, it is able to save more energy with longer time budgets. Similarly, with shorter time budgets, it will spend more energy to attempt to meet the tighter deadlines. In order to study this trade-off, we swept the time budget around the point where we expect to start seeing deadline misses. Specifically, we set a normalized budget of 1 to correspond to the maximum execution time seen for the task when running at maximum frequency (see Table 2). This corresponds to the tightest budget such that all jobs are able to meet their deadline. Figure 16 shows the energy usage and deadline misses for the various benchmarks as the normalized budget is swept below and above 1. We see that our prediction-based controller is able to save more energy with longer time budgets and continues to outperform the interactive governor and the PID-based controller. For normalized budgets less than 1, our prediction-based controller shows deadline misses. However, the number of misses is typically close to the number seen with the performance governor. This implies that most of the deadline misses are ones that are impossible to meet at the specified time budget, even with running at the maximum frequency. Note that in some cases, we see normalized energy usage over 100% (i.e., energy usage greater than the performance governor). This occurs because the time to switch DVFS levels also contributes to energy usage. For extremely short deadlines (e.g., a normalized budget of 1 for 2048 corresponds to 2.1 milliseconds), this switching time can have a significant impact on energy usage. As the performance governor never switches DVFS levels, it does not pay this penalty.

### 5.3 Analysis of Overheads and Error

Figure 17 shows the average times for executing the predictor and for switching DVFS levels. On average, the predictor takes 3.2 ms to execute and DVFS switching takes 0.8 ms. Excluding pocketsphinx, the average total overhead is less than 1 ms which is 2% of a 50 ms time budget. pocketsphinx shows a long execution time for the predictor. However, this time is negligible compared to the execution time of pocketsphinx jobs which are on the order of seconds.

The overheads of executing the predictor and DVFS switching decrease the energy savings achievable. This is due to the energy consumed to perform these operations as well as the decrease in effective budget. Better program slicing and/or feature selection could reduce the predictor execution time. Similarly, faster DVFS switching circuits [31, 32, 33] have shown switching times on the order of tens of nanoseconds. In order to explore the limits of what is achievable, we evaluated our prediction-based control when the overheads of the predictor and DVFS switching are ignored. Figure 18 shows the energy and deadline misses when these overheads are removed. These results are shown for a time budget of 4 s for pocketsphinx and 50 ms for all other benchmarks. On average, we see a 3% decrease in energy consumption when removing the overheads of DVFS switching. Removing the overhead of running the predictor shows negligible improvement past removing the DVFS switching overhead.

In addition to these overheads, the accuracy of our prediction limits the effectiveness of the prediction-based controller. Figure 19 shows box-and-whisker plots of the prediction error. The box indicates the first and third quartiles and the line in the box marks the median

Table 2: Benchmark descriptions and execution time statistics when running at maximum frequency.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Description</th>
<th>Task</th>
<th>Job Times [ms]</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2048</td>
<td>Puzzle game</td>
<td>Update and render one turn</td>
<td>0.52</td>
<td>1.2</td>
<td>2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>curseofwar</td>
<td>Real-time strategy game</td>
<td>Update and render one game loop iteration</td>
<td>0.02</td>
<td>6.2</td>
<td>37.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ldecode</td>
<td>B.264 decoder</td>
<td>Decode one frame</td>
<td>0.12</td>
<td>25.4</td>
<td>32.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pocketsphinx</td>
<td>Speech recognition</td>
<td>Process one speech sample</td>
<td>7.18</td>
<td>1661</td>
<td>2951</td>
<td></td>
<td></td>
</tr>
<tr>
<td>rijndael</td>
<td>Advanced Encryption Standard (AES)</td>
<td>Encrypt one piece of data</td>
<td>14.2</td>
<td>28.5</td>
<td>43.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sha</td>
<td>Secure Hash Algorithm (SHA)</td>
<td>Hash one piece of data</td>
<td>4.7</td>
<td>25.3</td>
<td>46.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>uzbl</td>
<td>Web browser</td>
<td>Execute one command (e.g., refresh page)</td>
<td>0.04</td>
<td>2.2</td>
<td>35.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>xpilot</td>
<td>2D space game</td>
<td>Update and render one game loop iteration</td>
<td>0.2</td>
<td>1.3</td>
<td>3.1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 17: Average time to run prediction slice and switch DVFS levels.

Figure 18: Normalized energy usage with overheads removed and oracle prediction.
value. Outliers (values over 1.5 times the inner quartile range past the closest box end) are marked with an “x” and the non-outlier range is marked by the whiskers. Positive values represent over-prediction and negative numbers represent under-prediction. We can see that the prediction skews toward over-prediction with average errors greater than 0. Most benchmarks show prediction errors of less than 5 ms, which is only 10% of a 50 ms time budget. Idecode and rijndaell show higher prediction errors, which limits the energy savings possible. Pocketsphinx (not shown) has errors ranging from 60 ms under-prediction to 2 seconds over-prediction with an average of 880 ms over-prediction. Although these errors are larger in absolute terms than the other benchmarks, they are on the same order of magnitude when compared to the execution time of pocketsphinx jobs.

In order to explore the possible improvements with perfect prediction, we implemented an “oracle” controller that uses recorded job times from a previous run with the same inputs to predict the execution time of jobs. Figure 18 also includes these oracle results. The oracle results include ignoring the overheads of the predictor and DVFS switching. We see that an additional 11% energy savings are achievable with oracle on top of removing the predictor and DVFS switching overheads. Note that we do not have oracle results for uzbl and xplot as non-deterministic variations in the ordering of jobs across runs made it difficult to implement a good oracle controller.

5.4 Under-prediction Trade-off
In Section 3.3, we discussed how we can vary the penalty weight for under-prediction, \( \alpha \), when we fit our execution time prediction model. Placing greater penalty on under-prediction increases the energy usage but reduces the likelihood of deadline misses. Figure 20 shows the energy and deadline misses for varying under-predict penalty weights for Idecode. We see that as the weight is decreased, energy consumption decreases but deadline misses increase. Reducing the weight from 1000 to 100 keep misses at 0, but reducing the weight to 10 introduces a small number of deadline misses (0.03%). Other benchmarks show similar trends and we found that across the benchmarks we tested, an under-predict penalty weight of 100 provided good energy savings without sacrificing deadline misses. The results in this paper have been shown with a weight of 100.

5.5 Idling Between Jobs
One possible way to further improve energy savings is to decrease the clock frequency and voltage level between jobs to a minimum. We refer to this idea as “idling”. Figure 21 shows the normalized energy for each controller with and without idling applied. The energy is normalized to the energy usage of the performance governor without idling. These results are shown for a deadline of 4 seconds for pocketsphinx and 50 milliseconds for all other benchmarks and is an analogous setup to the results shown in Figure 15.

The amount of energy saved depends on the amount of idle time between jobs. The performance governor finishes jobs the fastest, and thus sees the largest additional energy savings by reducing the frequency between jobs. However, for all benchmarks except pocketsphinx, the prediction-based DVFS controller without idling still saves more energy than the performance governor with idling. For pocketsphinx, the performance governor with idling achieves similar energy usage to the prediction-based controller. However, by also reducing the frequency between jobs for the prediction-based controller, it is able to achieve further energy savings and outperform the performance governor with idling. The prediction-based controller with idling saves more energy than the performance and interactive governors for all of the benchmarks we tested. For some cases, the prediction-based controller uses more energy than the PID-based controller. However, as this technique does not affect the number of deadline misses, the PID-based controller is still missing many of its deadlines. On average, with idling enabled, the prediction-based controller uses 35% less energy than the performance and interactive governors and 18% less energy than the PID-based controller.

6. RELATED WORK

6.1 Dynamic Voltage and Frequency Scaling
There have been many designs for DVFS controllers. Most controllers look to decrease frequency when the performance impact is minimal. For example, the built-in Linux governors [6] adjust DVFS based on CPU utilization. However, these controllers do not take into account performance requirements or deadlines.

DVFS has been studied in the context of hard real-time systems [14, 15, 16, 17]. For these systems, dead-
lines are strict requirements that cannot be violated. Thus, lowering frequency must be done in a conservative manner. By relaxing this strict requirement, our prediction-based controller is able to achieve higher energy savings.

A number of reactive DVFS controllers have been proposed that use the past history of job execution times to predict the execution time of future jobs. Choi et al. [8] used moving averages of job execution time history to predict execution times for an MPEG decoder. Similarly, Pegasus [9] used instantaneous and average job execution times to make DVFS decisions. Nachiappan et al. [10] used a moving average to set DVFS for multiple IP cores. Gu and Chakraborty [11] used a PID-based controller to predict execution times of frames in a game. These history-based, reactive controllers are not able to adapt fast enough to job-to-job variations in execution time, resulting in either high energy usage or deadline misses. Our results show that prediction-based control outperforms PID-based control.

Prediction-based approaches have been designed for specific applications. Gu and Chakraborty [11] predicted the rendering time for a game frame based on the number of objects in the scene. Zhu et al. used prediction-based control to select core and DVFS levels for a web browser based on HTML and CSS features [12] and event types [8]. Adrenaline [13] looked to reduce the tail latency of datacenter applications including web search and Memcached by classifying jobs by query type. These predictive approaches required careful analysis of the applications of interest in order to identify features and create predictive models. Our approach presents an automated approach to create these DVFS predictors for a wide range of applications. For example, for the web browser we tested, our approach automatically identifies event types as a feature because of changes in control flow depending on event type.

6.2 Execution Time Prediction

Worst-case execution time analysis is a well-studied problem in hard real-time systems [34]. This analysis looks at the problem of estimating execution time of a program in the worst-case. This can be used as a conservative bound for setting DVFS in order to meet deadlines, but it does not predict the changes in job execution time based on specific inputs or program state.

ATLAS [35] looked at predicting execution time in the context of soft real-time scheduling. Their approach uses programmer-marked features in a linear model in order to predict execution time. Instead, our approach is able to automatically identify features without programmer assistance. Mantis [20] presents an automated approach for predicting execution time, similar to the approach we have presented. However, neither Mantis nor ATLAS looks at execution time prediction in the context of DVFS control. Applying execution time prediction to DVFS allocation with deadlines required creating a prediction method that placed greater penalty on under-prediction and extending the predictor to select a DVFS level.

7. CONCLUSION

In this paper, we presented a framework for prediction-based DVFS control. This controller predicts the appropriate frequency to use for a job in order to minimize energy and just meet the required deadline. Our prediction works by first generating control flow features, then predicting the execution time of the job, and finally predicting the appropriate frequency to use. Our results show 56% average energy savings over running at maximum frequency with almost no deadlines misses. On average, our prediction-based controller outperforms both the Linux interactive governor and a PID-based controller in energy savings and deadline misses.

We note that there are some limitations to our technique, which may serve as directions for future research. First, in this work we have studied only running one application at a time as mobile devices typically run one interactive application at a time. Extending this work to multi-threaded or multi-core architectures will require a way to model and estimate the contention of multiple threads or workloads. Second, we assume that inputs are known at the start of a task in order to calculate control flow features. However, tasks which receive unpredictable input in the middle create new challenges in how to perform prediction. Finally, for time budgets on the order of milliseconds, the overhead of running the predictor and switching DVFS levels will outweigh the energy savings gained. At these time scales, the predictor may need to predict the DVFS level for several jobs at once in order to amortize these overheads.
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